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3. Application of  the Descriptive
Statistics

Application of the descriptive statistics gives informative,
precise, and expressive results which facilitate studying the
influence of different indicators, criteria, and candidates and the
relationships among them. In general, this technique usually
includes: 1) summaries using a mean or a mode; 2) expression
variability in terms of range or inter quartile range; 3) represent-
ing of the observations in a dot plot, bar chart or histogram. The
tables, constructed for calculating results and diagrams for their
visualization, are suitable for different categories of decision
making (sorting, selecting, and ranking). Add  the average val-
ues, interpreted as group criteria, to the dynamic part of the
group model, and to the dynamic part of the individual model of
the teacher.

Table 3 has been composed based on the table with the
test session results. The results of some students have been
filtered out, based on their ID and some conflict data. Rows, for
which the values in each cell are equal or very similar, can be
treated as a reliable evidence for fraud by the corresponding
student. They have to be dropped out from further consideration.
Hereinafter St11 and St12 fail further consideration due to an-
other reason - incorrect ID for the test and exercise session.
Table 3 contains the calculated coefficients for each question
and each student. Rows M0 and M1 contain the normalized
values for the marks from table 1:
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Rows M2 and M3 contain the marks from M0 and M1 with
applied bonus/punishment according to the time it took each
student to do the test:
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The column “Avg” shows the proximity of the actual
student’s scores to the maximum scores. For all students this
average value is more than the frequently recommended in
literature [2] threshold 0.40. This can be interpreted as well
done self assessment before the organized testing.

The final results, which show dependence of the evaluation
ranking on the chosen criteria, are illustrated by means of the
series of bar diagrams on figure 3. The main conclusion regard-
ing the 0.40 threshold is that all students pass the pre-test and
can perform the exercise. It shows the best performance for this
case is St6 with a score of 1.21 and St9 has scored only 0.21
for M3 which is the lowest result of the group. The picture
changes slightly if M2 is considered - then St9 fails the pre-test.
Even more significant changes are observed if M3 is taken into
consideration - then one more student, St10, does not pass the
pre-test. Table 4 and figure 4 are results of applying the same
algorithm on the real data performance for the exercise session
(table 2). The only difference is that instead of four series (M0,
M1, M2, M3), here the series are two, denoted as E (normalized
number of missing and redundant nodes) and X (normalized final
student’s  evaluation).

Based on the formulated criteria for the exercise perfor-
mance, we found experimentally that St5 shows the best exer-
cise performance. On the other hand, the minimum performance
points for this session 0.16 are shown by St6 and St8 from this
group.

Together with St9 and St10 they have to perform the
exercise again in order to improve their practical skills. But the
academic group as a whole can continue, as it has an average
of 0.42 points, which is above the accepted threshold. The value
of Cp (degree of system prompt) in the test and exercise is
approximately the same, but the exercise is more difficult (0.70)
than the test (0.18). Cp is used by the authors as a measure
of what part of the answer is made available to the student by
the environment and is a real number between 0 and 1.

A similar processing of the questions/tasks data and their
graphical interpretation has to confirm the expectation, that the
test and exercise are valid, reliable and of high quality. These
data are student-independent and present the criteria for ques-
tions/task and test/exercise quality usually with the pedagogical
requirement for decreasing difficulty. The results from this pro-
cessing is presented in table 5 and figure 5 for the test and
table 6 and figure 6 for the exercise. The average results are
added to the dynamic part of the teacher model.

The pre-test session also allows specifying the initial time
for its performance planned only on the basis of the teacher’s
minutes and this means that the initially planned 30 minutes
could be increased, for example, to 40 minutes whereas the
time planned for the exercise can remain 90 minutes. Note, that
in the standalone or Web-based testing environment, the mecha-
nism "one task on one or more screens" is preferred to “one test
on one screen”. This gives a possibility to precise the average
time for performing each task in the task base.

The classification of the questions/tasks in a test/exercise
can be done by means of histograms under the given number
of classes according to the average value of a chosen question/
task indicator. For the needs of visualization 5 groups were
chosen as in Likert’s psychometric scale for the needs of ques-
tionnaires and in the traditional six-based scale in Bulgaria
(table 7).

For example, the histogram on figure 7 together with the
average approximation for the test corresponds the case when
the test questions were divided into five groups respectively: very
easy (VE) - from 0 to 0.29, easy (E) - 0.30-0.39, moderate
(M) - 0.40-0.59, difficult (D) - 0.60-0.690, and very difficult
(VD) - over 0.70 (table 8). The same grouping had been applied
to the exercise tasks and similar  table (table 9) and histogram
(figure 8) were received.

Such kind of visualization could be useful in decisions
about increasing the level of knowledge within different forms of
teaching, distribution of the given indicator known from the peda-
gogy theory, or extracting questions/tasks from the database,
which meet the given distribution. Most of the educators agree
that the distribution of marks in an academic group has to
correspond to the Normal Gauss distribution. The distribution of
the test questions difficulty and the exercise tasks difficulty,
recommended by the pedagogy science, has to be closer to
linear.
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Table 3. The exercise marks of application of descriptive statistics from the test for each student results
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Figure 3.  The exercise marks of application of descriptive statistics from the test for each student results

Table 4. Marks from the exercise for each student

 St1 St2 St3 St4 St5 St6 St7 St8 St9 St10 Avg 
E 1.00 0.39 0.62 0.37 0.32 0.75 1.00 0.75 0.81 1.00 0.70 
X 0.51 0.71 0.46 0.53 0.74 0.16 0.50 0.16 0.21 0.20 0.42 
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Figure 4.  Marks from the exercise for each student

Student St1 St2 St3 St4 St5 St6 St7 St8 St9 St10 Avg 
M0 0.90 0.93 0.96 0.86 0.90 0.94 0.92 0.72 0.73 0.74 0.86 
M1 0.80 0.86 0.92 0.72 0.80 0.89 0.85 0.44 0.46 0.48 0.72 
M2 1.00 0.79 0.48 0.80 1.00 1.28 0.98 0.65 0.34 0.44 0.78 
M3 0.89 0.73 0.46 0.68 0.89 1.21 0.91 0.40 0.21 0.29 0.67 
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 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Avg 
Pmax 3.00 9.00 9.00 9.00 9.00 9.00 15.00 5.00 15.00 8.00 15.00 11.00 12.00 9.00 20.00 10.53 

L 0.33 0.67 1.00 1.00 1.00 1.00 0.67 0.67 0.67 1.00 1.00 0.67 0.67 0.67 0.67 0.78 
Cp 1.00 0.67 0.33 0.33 0.33 0.33 0.00 0.00 0.00 0.50 0.50 0.64 0.67 0.56 0.50 0.42 
D 0.33 0.06 0.00 0.13 0.09 0.05 0.08 0.49 0.35 0.31 0.09 0.01 0.27 0.28 0.00 0.18 

Pnorm 0.02 0.06 0.06 0.06 0.06 0.06 0.09 0.03 0.09 0.05 0.09 0.07 0.08 0.06 0.13 0.07 

Table 5. Parameters of each test question
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Figure 5. Parameters of each  test question

 

 T1 T2 T3 T4 T5 T6 T7 Avg 

Pmax 0.57 0.57  0.59 0.59 0.59 0.76 1.00 0.67 

Cp 0.41 0.41 0.42 0.42 0.43 0.50 0.55 0.45 

D 0.72 0.53 0.54 0.64 0.78 0.78 0.94 0.70 

Pnorm 0.28 0.47 0.46 0.36 0.22 0.22 0.06 0.30 

Table 6. Parameters of each exercise task
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   Figure 6. Parameters of each exercise task

 
Normalized mark Traditional mark 

<0.40  
Fail (2) 

0.40 - 0,55 Fair (3) 

0.56 - 0.70 Good (4) 

0.71 - 0.85 Very good (5) 

0.86 - 1.00 Excellent (6) 

Table 7. Normalized and  traditional marks
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Table 8. The test results of cluster analysis        Table 9. The exercise results of cluster analysis

Figure 7. Histogram of test questions difficulty Figure 8. Histogram of exercise tasks difficulty

                                           
Category Question ID Number Difficulty Category Task ID Number Difficulty 
VD - 0 n.a. VD 1, 5, 6, 7 4 0,80 
D - 0 n.a. D 4 1 0,64 
M 8 1 0,49 M 2, 3 2 0,54 
E 1,9,10 3 0,33 E - 0 n.a. 
VE 2,3,4,5,6,7,11,12,13,14,15 11 0,11 VE - 0 n.a. 
  Total: 0,31 
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Criteria P1 T0 Cp D Pnorm L TM EM 

P1 - -
0.3997       

T0 -
0.3997 -       

Cp   - -
0.1207 

-
0.2084    

D   -
0.1207 -     

Pnorm   -
0.2084  - 0.1070   

L     0.1070 -   

TM       - 0.4393 

EM       0.4393 - 

 

Table 10. The results of correlation analysis  
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Figure 9. S-curves for the test questions
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Figure 10. S-curves for the exercise tasks
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The main graphical characteristic of the question difficulty
is the typical S-shape curve described earlier by Kurata & Sato
[8] and Bizhkov [2] and confirmed in our earlier experiment,
mentioned above. The experimental (solid curves) and the their
moving average approximation (dotted curves) for the test ques-
tions and exercise tasks are presented on figure 9 and figure 10
respectively. The interpretation of an S-curve will be reminded
briefly here: 1) the width of the deviation along the X-axis of a
curve corresponds to the difficulty of the corresponding question,
because too few correct answers are given in the test; 2) the
inclination describes the probability of guessing. The lower the
grade is, the more even is the curve of the distribution of an-
swers. The average curve should be close to the diagonal of the
chart. The smaller angle of the approximation line with respect
to the X-axis means lower sensitiveness with regards to the
student’s knowledge differences. From the visual comparison of
both figures follows the expected conclusion that the test-like
exercise is more sensitive than the intelligent test.

Comparison of two different forms of sessions (in our case
test and exercise) on one and the same lecture material can be
usefulfor improving the questions/task formulation and updating
the value of test questions - difficulty.

4. Application of Correlation Analysis
In general, correlation analysis is used to measure the

strength of the relationship between two statistical factors. The
linear correlation coefficient is usually used as a qualitative
indicator of the relationship between final marks from different
sessions. The value of this coefficient R, a real number in the
range of [-1,1], shows how strong is the relationship. For ex-
ample, if R is in the range 0.0 ÷ 0.3 then the relationship is
weak; 0.3 ÷ 0.5 - moderate; 0.5 ÷ 0.7 - significant; 0.7 ÷ 0.9
- high; 0.9 ÷ 1.0 - very high. The practically used algorithm is:
1) Construct a new table with dimension N x N, where N is the
number of indicators and/or criteria; 2) Compute R(i, j) - the

correlation coefficient between the ith and jth factor; 3) Add blank
for the diagonal cells, and use already computed values across
the diagonal, as R(j, i) = R(i, j); 4) Draw a web chart, similar to
these on figure 11 and figure 12; 5) Draw conclusions based on
the strength of the relationships.

The corresponding correlation coefficients received from
the test data are presented in table 10. One of the most inter-
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Figure 11.  Web chart for R(M0, X)

esting relations is between the marks from the test (TM) and the
exercise (EM). R(TM,EM) = 0,4393 » 0.44, which means a
moderate relationship. M1 was used as final mark from the test.

The degree of correlation between the test mark and the
exercise mark on a six-based scale is quite good, and allows
to conclude that both environments for knowledge testing and for
training in dynamic systems are feasible and yield sustainable
results.

Probably the main reason why the value of R(TM,EM) is not
higher (table 10), is that the exercise tasks for modelling and
simulation are more complex and the students use a new soft-
ware environment to perform them. This is confirmed by some
raw data, not presented here, namely the duration for solving
each task. It took most students 2-3 times longer to complete
the first task, than it took them to complete the following ones.
So, unavoidably, the exercise partly measures students’ skills to
use a software environment, e.g. technological skills as well as
their specific knowledge. Still, this side effect is reduced by the
fact that in this BSc programme (Computer Systems and Tech-
nologies) they use many different software environments and
quickly gain some experience in adapting to new ones.

The correlation analysis could also be applied to couples
of question/task criteria. For example, of interest is the relation-
ship between P1 and T0 (table 10). The computed value R(P1,T0)
= - 0,3997 » 0.40 is negative and in practice means a moderate
reverse relationship. Another interesting for the teaching practice
relationship is lower and negative, R(Cp, D) = -0,1207. The
conclusion is that as the degree of system prompt (Cp) of the
tests questions increases, the difficulty (D) decreases but the
relationship is very weak. This confirms the validity of the for-
mulae for the computation of these parameters and the matches
of the conclusions from our earlier study. The strength of the
relationship between Pnorm and L has approximately the same
value, but it is positive, i.e. a higher level question generally
brings more scores (R(L,Pnorm) = 0.1070). As expected, the
relationship R(Cp, Pnorm) = -0.2084 is negative and stronger.

5. Application of Regression Analysis
In general, regression analysis is used to find the weights

of each indicator presented by regression coefficients in a re-
sulting complex criterion in the form of a regression equation.
The practically used algorithm is: 1) Set up the input data table;
2) Construct a new table with the number of columns equal to
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Table 11. Regression coefficients for the test methods Table 12. Regression coefficients for the exercise method   
KT0 KP1 KP0 B Param      B1      B2     B0 Param 

0.00002 0.00677 -0.00724 1.07288 M0     0.55    -0.38    0.28     X 
-0.00005 0.00405 0.00455 -0.35694 M1 
-0.01580 0.00946 -0.01277 2.03438 M2 
-0.01379 0.00740 -0.00428 0.92811 M3 

  
 
 
 

 
the number of indicators plus one; 3) Compute the regression
coefficients for each factor.

In the case of table 11, each method M0, M1, M2, M3
presents a complex criterion, and the indicators are P0, P1, T0.

The regression equation is BPKPKTKM PPT +++= 010 010 .

The regression equation for table 12 is

021 1 BEBMBX ++= , which represents the dependency of the

final mark from the exercise (X) on the volume of errors in the
exercise (E) and the test mark (M1 in this case).

Based on the regression coefficients given in table 11, the
three evaluation indicators are ranked, thus, for M1 both P1 and
P0 are equally important whereas for M3 the duration is the most
important factor, next in importance is the number of correct
answers and the wrong answers are the least important. The
value of Kt0 for M0 and M1 is close to the method error and can
be accepted as equal to zero, and its negative value for M2 and
M3 can be interpreted as decreasing the corresponding final
mark with increasing the time for completing the test.

Analogically this analysis could be applied in order to find
the weights of different forms of teaching, e.g. lecture, test,
exercise, course work, and so on and to compare these weights
for different teachers instead of the weights chosen subjectively
by the course team. For table 12, the free regression coefficient
B0 could be interpreted as an assessment of the input knowl-
edge, the coefficient B1 as the weight of the pre-test, and B2 the
weight of the exercise. The negative value of B2 apparently
corrects the somewhat too high marks from the pre-test.

As it is well known from the mathematical statistics, re-
gression analysis can also be used by a teacher for forecasting,
for example, of the exercise group results after the test results.
If later the real results significantly differ from the forecast ones,
that can be due to side effects and/or external factors not taken
into consideration in the corresponding regression equation.
Regarding students, they could be: fraud, unfamiliar type of
tasks, insufficient attention or motivation. Other external factors,
related to the teacher, could be: poor session planning, organi-
zation, and/or delivery.

6. Application of Cluster Analysis
In section 5 above, in case of one indicator/criteria the

classification of the alternatives/ candidates under the number

Table 13. The test results of cluster analysis

indicators/clusters P0 P0, P1 P1, T0 P0, P1, T0 P1, T0, Exercise 
cluster 1 1,4,5 1,4,5 1,2,4,5,6,7 1,2,4,5,6,7 1,2,4,5,6,7 
cluster 2 8,9,10 8,9,10 8,9,10 8,9,10 8,9,10 
cluster 3 2,3,6,7 2,3,6,7 3 3 3 

 

of the classes subjectively chosen by  the teacher, was done by
means of histograms. In contrast, cluster analysis is applied
when the number of criteria is more than one and the number
of classes is unknown in advance. The classical step by step
algorithm is based on the Euclid distance and starts with the
assumption that each candidate represents a separate cluster.
Indicators are assumed to be independent. The practically used
algorithm is: 1) Construct a new table with the number of col-
umns equal to the combination of indicators; 2) Add rows as a
result of   applying the cluster analysis procedure; 3) Each
column will contain the subset of candidates; 4) Make explicit
conclusions and decisions.

Table 13 presents the results of applying the above algo-
rithm to students classification. As P0 and P1 are dependent
indicators, the results are one and the same, whereas the clas-
sification based on the main independent indicators P1 and T0,
as well as on P0, P1 and T0 change the classification. The
number of clusters is equal to the number of categories received
by using histograms for the test questions, but the contents is
different. The main reason is that only one indicator, namely the
difficulty, is taken under consideration.

The students’ classification based on the test mark (TM)
and exercise mark (EM) leads to 4 clusters. It can serve as a
recommendation to form four student teams: three of  them
consist of 3 students, and one team of 2 students. Note, that
indicators such as the communication skills and ability to work
in a team are taken into account in neither criterion.

The application of cluster analysis to the test questions or
exercise tasks could help the teacher in choosing the appropri-
ate group of questions/tasks from the database for a given group
of students. Table 15 represents such an analysis for the test
questions and table 14 of the exercise tasks. Q1 and Q2 end up
in separate clusters mainly due to unexpected combinations of
Cp and D. For Q1 Cp = 1,00 and D =0,33 and for Q2 Cp = 0,67
and D = 0,06. The reasons why a question with high Cp turned
out to be difficult could be, for example, unclear formulation,
insufficient attention paid to the lecture material, and so on. It
has been found that using a single indicator (D), or even two
indicators, such as (L, Pnorm) and (D, Pnorm) does not lead to

Table 14.  The exercise results of cluster analysis 
indicators/clusters TM, EM 
cluster 1 2,5 
cluster 2 1,6,7 
cluster 3 3,9,11 
cluster 4 4,8,10 
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indicators/clusters Cp, D D, Pnorm, L L, Cp, D, Pnorm 
cluster 1 1 1 1 
cluster 2 2 2 2 
cluster 3 3,4,5,6,7,8,9,10,11,12,13,14,15 3,4,5,6,7,8,9,10,11,12,13,14,15 3,4,5,6,7,8,9,10,11,12,13,14,15 

 

 Table 15. The test results of cluster analysis

significant questions separation within the test. But the combi-
nation of Cp and D leads to 3 clusters, and even adding two more
indicators (Pnorm and L) does not change the picture.

7.  Conclusions and Future Work

Although the research is based on test and exercise ses-
sions data covering a given subject topic, the proposed technol-
ogy has a general character, i.e. it is platform- subject-, and
task-independent. The technology is based on the assumption
that several important learner’s parameters such as coefficient
of proximity, coefficient of knowledge retained, speed of learning,
and so on based on the most important didactic parameters
knowledge volume and time for its testing.

The application of statistical methods for description and
analysis for the reasonable decisions concerning student, teacher
and course evaluation is illustrated as useful. Specialized tables
are constructed and charts are drawn, clearly showing different
characteristics of the tests carried out, the  group of students
involved, and sessions provided by different teachers. The re-
ceived results confirm some relationships from the authors’
team earlier studies and imposes new ones, valid not only for
tests with simple questions but for test-like exercises with com-
plex tasks.
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