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Abstract. One essentially new class of fractional ML-DTC control
systems is proposed in the work. It is configured through combina-
tions of strategy repetitive control, dead-time compensation control
and fractional control. Repetitive control is an effective strategy for
periodic disturbances suppression by filtering their influence into the
control system, assuming that the period of disturbances is known.
The use of fractional dead-time compensators in the systems provides
advantages in quality control of industrial plants with a variable delay.
The control with fractional operators of integration and differentiation
joins the control systems in the class of robust control systems. In
the work are given methods, criteria and synthesis algorithms for
fractional ML-DTC control systems. Their application and the analysis
of quality are examined.

1. Introduction

The following control systems are known: fractional con-
trol systems, fractional dead-time compensation control sys-
tems (DTC - Dead-Time Compensation) [2-11] and repeti-
tive control systems with 4Zz-memory [12-24]. The present
work proposes new class #Z-DTC fractional control sys-
tems.

The method and the algorithm for their synthesis consist of:

o effective control strategy combination with suppression
of:

ee internal re-parameterized/restructured perturbations
in the control plant;

ee external (a priory known) disturbances in the control
system;

e using a fractional control algorithm, in order to set these
systems in the class of robust control systems.

Problems in achieving this purpose are: a structure con-
figuration, methods systematization, design criteria and algo-
rithms for 44£-DTC fractional control systems. They are
applied to a specific numerical example, in order to analyze and
estimate the effectiveness of the new class systems that are
being proposed.

Concerning the systems in this work structural configura-
tion, methods, criteria and algorithms for analytical synthesis are
presented, also are shown results from the application, analysis,
robust analysis of #-DTC fractional control systems and
conclusions and literature in use.

2. Structural Configuration

For the considered control system structure shown on
figure 1 with control plant G integral I* and the differential D?
operators of fractional order [1] in the algorithm of controller
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R (1) are used. R provides the system with a feature of
invariance of the stability margins GM (gain margin) and
PM (phase margin) to the plant model G re-parameterized/ re-
structured in an a priori uncertainty condition i.e. the system has
a robust properties. The presence of delay t in the plant poses
conventional control difficulties. Some of the ,hardest” restruc-
turing plant disturbances are those associated with the varia-
tions of the delay value t. An effective and applicable strategy
for solving these problems is the one based on the delay DTC-
compensation (figure 2) using a robust filter F _ [2-11]. The
F.c design is related with the size of the delay " in the nominal
plant G*. The presence in series of F,_ in the control algorithm
structure (figure 3) transforms the regulator R _ into a fractional
regulator with a pre-filter, which is determined by the relation
between F,. and R .. The repetitive control is an effective
strategy in the presence of periodic external signal disturbances
in industrial environment. The repetitive control systems (figure
5) can be distinguished from the traditional feedback systems
(figure 4), due to the fact that they contain #Zzilter with a
memory F,, (Memory Loop) [12-24]. It is assumed that the
reference y° and/or any other signal disturbances of the system
(v, f) demonstrate periodic features with a known a priori (dur-
ing the design) constant period value T . The repetitive system
structure (figure 5) contains a basic regulator (in this case
fractional F,_R ), an #/ZAilter F,, and a control plant G. The
re-parameterized/ restructured perturbations in G are denoted
by & The adzAilter with memory F, is a cut-off filter in the
system for frequency o = 2n / Tp of harmonic signals with a
period T_ coinciding with those of v, f or y° .

After equivalent transformations of the structure (fig.5), the
proposed and analyzed further in this paper #2-DTC frac-
tional control systems is shown at figure 6.

This structural configured system (figure 6) combines
effectively the control strategies implemented to act against:
internal re-parameterized/ restructured perturbations in the con-
trol plant; external (known in advance) disturbances towards the
control system. A fractional control algorithm is used in order
to set repetitive control systems in the class of the robust control
systems [1]. The structure of regulator with input & and output
u is shown in figure 7. The algorithm comprises the three
components in series.

ML. DTC
R NE - FML FNE RNE

3. Methods, Criteria and Algorithms for
MLDTC Fractional Control Systems
Analytical Synthesis

For each component in the R"..”™ algorithm (figure 7) of

the 44-DTC fractional systems (figure 6) the following fea-
tures are specified: main descriptions; dynamical control
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parameters; methods, criteria and analytical synthesis
requirements.

3.1. The design (1a) of ID — component R _ (1b) is a
function of the nominal plant G* and is distinguished [1] by the
following:

e dynamical parameters for adjustment of R

— a, B —fractional order of integral 1 and the differential
D# operators used;

-0, 0, 6 ,0,,,0, - cut-off frequencies of hori-
zontal profile in the integral I“app and differential Dﬁapp
fractional order (¢, ) operator approximations;
e a synthesis method — °polynomial recursive approxi-
mation®,
e criteria — °vertical profile with predefined stability
margins®,
e analytical requirements of R _ synthesis (2 +11).
(1a) R, =(1“D"),, & G*,(c*=G*e)

P 4 —const }

L 1+p(@, )" ) o (1+p(0, )"

R, =(1"D )aw [1+p(coh ) ] 1-_1[[1+p(50'. ) ]+
14plo, )" ) 1+p(wf )"

(1b) +[1+p(whD)1] 11_1[[14'!3(‘%.)1],
Vo (7,7, )elo, o, |, {o<a<1}:{o<p<1};

3) ®>250@; a=n-n"=n-2(x) *arcsin(GM )"
(4) COIA: 0.1 a)u; a)DA: 11 a)u; 1 = (wh wb,l)(olw()

(5) COIB: 09 a)u; a)DB: 10 a)u; n :((wh w: )N—A )(0970()

6) =020, 0,=0850,; o\, =(17).1"" o,
7N v=120,; o,, =(An) An"*w,
®) (0),)" >0, )" >(0,) " (o))" > (0, )"
9) (o) >(0, ) >0 )" (o))" > (0, )" >(a, )"
(10) 0> o, ®,2 250 o, 0,> o, 0,>> o,

O'S(wIA — W )S (a)u -0, )
M) 0,> o; 0,< 0, o> o, (An),,= 398

(0/®,),, = 250+600
where:

| “,D” —fractional operators (original functions, irrational func-
tions);

I« , D2 — approximating operators (original function approxi-
mations, rational functions);

i,j —component counter of the approximating polynomial (entire
number);

M, N — the number of the participating forced units in the
approximating polynomial (entire number);

GM ", PM ™" — desired gain and phase stability margins val-
ues of the designed nominal system;

(w,)",(@ )"~ time constants in the forced units in the

approximating polynomial (real, positive numbers);
o, , (o, )" — the unit frequency and basic fractional regulator

time constant;
n" — the plant model order;

G*, e~ — rational and irrational components in the nominal
model G* of the plant G;
o, o, —lower and upper frequencies of the approximation;

o, ,o,—lower and upper frequencies of the range of approxi-
mation;
A, n —recursive factors (recursion indexes).

3.2. The design (12a) of DTC - component F _(12.b)

is a function of delay t* in the nominal plant model G* and has
the following characteristics [6]:

e a dynamical parameter for F _ adjustment.
- 7_— pre-filter time constant, plant delay nominal value;
— { — fractional differentiation D, operator order;

-, , o, .~ cut-off frequencies of the horizontal profile
in the filter F,. module;

e a synthesis method — °polynomial recursive approxima-
tion of fractional frequency compensation®;

e criteria — °frequency characteristics adequacy of the
rational approximating system and frequency characteristics
adequacy of the irrational component in the nominal plant model
in predefined frequency range®;

e analytical dependences, determining the F _ synthesis
(13+14), where @° (13a) is the transfer function of the

closed-loop system with fractional delay compensation
(figure 3), which is distinguished from the control system trans-
fer function @, (13b) described by same plant and
PID-regulator, due to the fact that it is not a function of the plant

delay e,
3.3. The design (15a) of 2L — component F, (15b) is

a function of the external harmonic disturbances frequency o,
in the system and is determined [19,20] by the following:

e dynamic parameters for F , adjustment.

- w,;, o, — cut-off frequencies of the horizontal profile

in the F,, — filter module. These frequencies define the

effectiveness of the filter frequency bandwidth in case of

value fluctuations of w = 2r /Tp — cut-off frequency,

determined by the frequency of harmonic disturbance
toward the system, known in advance;

-1, (cop, € ) —groups of n elements with a deay (ele-

ments with memory) connected in series and in parallel;

e a synthesis method — °band- pass filter equation®;

e criteria — °cut-off module®;

e analytical requirements for the F filter synthesis with
memory (16+17) as a dependence between dynamical adjust-
ment parameters (17).

Using these dynamical parameters F,, can be synthe-
sized analytically with respect to the criteria realization defined
by the module (18) requirements where:

— T, — periodical disturbances time constant, F time
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constant;
-Q =(0/0,)=(o,/o)-F, ownrelative frequency;
a)bl, o, — lower and upper frequencies of the hand-pass
filter apprOX|mat|on.

o (F.=F.D‘:F. D)

(123) Fre {effi 1) app
12b F.=F. D4=& &gﬁw
(120) "7 () (o | (o))

o Re(p)& (ple™ Felp) o S (e B
(132) o2 () i tpera (g~ el (e Re8) s (e (p)=1)

(13b) @ PID ( p’e’i’" ): RPID é* € i (1+ Rpm é* e—pf‘ )71

(iw)[z1,voclo, . o,]
Nzo.Voelo, o]

—jo)||Fe
arg(ep (-jo*))targ(Fe (jo

(o, =21/T))

(14 errtorio]lo!

F = [0}
(152)  "w (v (o e (ot (0 O

F L:[Z—g‘wk(jw)e e ] :[z-g k (joT +1)" e ] ,

(15b) [g‘wk(m)‘zl

W (jo)=k (joT, +1)"),(2 <1< 20)]

(16)  Y(u) # ¢ (yow»)-" (o) T o) )

log, (o,-0,) log, (0,-00")

Ion (wh,\_wp)_ Ion (pr\ _wp)

(17) 0, <0 <0, ; 0, 2 < 1,220,
2,=(0,/0,)= 15 < © <30

I‘(a),!)‘ =

P

o, =Aw >0 ;

E ®,);

. ], ((va‘ <0, <o, )

0, Voe [wm,
Yo e [O,w

(18) ‘FML(j(D)‘E{ 1, o LV@E [(Dm , 00

3.4. The analytical design of R".”™ (19) in #-DTC
fractional control system (figure 6, figure 7) using 1D- frac-
tional #/Z-repetitive regulator with DTC — delay compensation
that uses:

o method — °polynomial recursive approximation of frac-
tional frequency compensation and band-pass filter equation®,

e criteria (20) — °a vertical profile with given stability
margins®, °frequency characteristics adequateness of the ratio-
nal approximating system and of the irrational component in the
nominal plant model in an a priori given frequency range® and
°cut-off module®.

The analytical synthesis of R".”™ (19) in ML-DTC frac-

tional system (figure 6, figure 7) follows the algorithm (21-+34),
where:

—1IT — a functional set of variations describing an a priori
uncertainty in the control plant;

—G” — ,perturbed on upper limit“ control plant model;
- .+ ¢ ,— multiplicative and additive internal perturba-
tions in the control plant.

(19) R =FuFeRc.= (Z—Z K (1+T,p) e J I(F, DS )(1°D")

] 4 (0)=6" (j0 )6 (j0) ; |1 (j0)<7. (jo)
a)->» M {z (j0)- . (jo)(G <1w)) Gyt (o )}

GM =20log,, ‘W (¢jo, )‘zconst,[dB]
o largW(jo" )=-1 = M (o)
PM——(arg(
(20) o | W (j0)|=1 o PM (00)

R I e TN
)=>> P {argm@(—iwr*)wargw

d)> Fu: {\m;w)\z{;’:

e the synthesis of I D-fractional regulator R, .

(‘: jo, ))*180° JECOHS, [deg]

jo)|= 1,Vwe[wu ,wM]

< (jo)=0,Voelo,,, o, ]

voe [o, ,0,](0,<0,<0,)
Yoe [O,wn‘, ],Vwe [wn‘, ,eo)

(21+26)

@1) n =2(1-(z)*PM™)
(22) & =n'-n=n-2(1-(PM™ (jo" ))/x); e=log A (log(An))"
(23) N25;0,>250 @ ; ©0,=010, 0, =110, ,0,=090, , ®, =100,
(24) wh:O.ZwA,wu:O.sswm;whzl,sz;l:(whw;‘)‘”""’;n:((mhw;‘)"‘)(”7“
(25) wwl_()“”) ‘ wb y :()“77)")“"70‘5@1)
, 1+p(o, ) plo,)”
R.=(1"D )app [l+p(wh)l] H[ 1vp(o )" +
. 1+p(w,, )" ) H 1+p(a’, ) |
l+p(ww)” 1+plw, J)’l
(26) Vw(Za,Zm)e[w‘A,wDB] {o<a<1};{0< B<1};
(0, )" >0, ) >(0,) (0, )" >(0, )"
(0, )" (0, )" >, )" >(0, ) >(0,)"
e the synthesis of fractional DTC-delay compensator
Fe (27+30):

(27) ¢=(-arg(c*(jw: )/ (x/2)); t. =t*;{ =log A (log(An ) *; An=3,58
(28) 1000w. < ®, < 2000w,

2 w,=0,100, ; »,=10000, ;®,, =0,20,=0,020, ; ©,,=1,20,=12,00 ®,
( 9) 0,=2""0,; 0,=2"" 0, ; 0,=1"" 0,,=1""12,00 o,

R I LI B8
e the synthesis of repetitive A/zilter with memory

F,. (31+34):

@) o, <ov,<o0,,; 0, -0, =40, >0

h.i

B2 @ =(0,/o, )=(0, /lo,) 15 <

b.i

Q <30

log, (@,-@,) log, (0,-0,Q")
log, (@, -a,) log, (0,2-0,

F.(jo) =(2—Zwk(jw)e"’””' J=(2*Z K (joT +1)" e ] .

g‘wk(j“’)\E1:(Wk(iw)=xk(ijk+1)"),(2slszo)

;2<1 <D

(33) lle.Q)=

The algorithm described for R".”™ (19) design in

MLDTC fractional system (21+34) consists of three basic
stages.

The solutions obtained for each of the algorithms are not
a function of the solution of the other stages. Each one of the

*,
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Figure 1 - Figure 4
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Figure 3 Figure 6

Figure 7
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Response Transitoire DTC-Filter

Response Transitoire ML-Filter

Figure 13
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Figure 20

Figure 22

Figure 24

Figure 26
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stages as well as their consecutiveness are independent in the
system design process.
Theinitial conditions for analytic design of the regulator

R".”™ in the system are known or predefined
n T, on

The algorithm (21+34) is used to evaluate R".™

dynamical adjustment parameters in the 42-DTC frac-
tional system:

e o, B — the fractional order of the integration 1= and
differentiation D” operators used in R ;

° 0, 0, 0, o,—cut-off frequencies of the horizontal

G*,G" ,GM ", PM

profile in the approximations of the integral I, and differential

D, fractional order ¢, 3 operators in Re
7.— the time constant of F;

e (—the order of the fractional differentiation D.,, operator
in F o
* 0, o~ cut-off frequencies of the horizontal profile in
we — filter module;
e w,,, w, — cut-off frequencies of the horizontal profile in
filter module;
ol (cop, €2) — groups of n elements with a delay (elements

with memory) in F, connected in series and in parallel.

I:ML

4. Applications, Analysis and Robust
Analysis of 4/Z-DTC Fractional Control
Systems

For a specific example of control plant G described with

a nominal G* (35) and perturbed on upper limit G* (36)
models, are synthesized the following:
e MLDTC fractional control system (figure 6) con-

taining R™.”™ (37+40), according to the algorithm (21+34),

the values of the dynamical adjustment parameters are also
indicated;

e the classic PID -system (figure 7) containing R, (41)
regulator, where the values of the dynamical adjustment param-
eters are also indicated .

The two systems using control algorithms R". (40)

and R, (41) are modeled. Results obtained from their parallel
simulation are shown as follows for:
e the control algorithm
ee frequency characteristics and step response of. F,
(39) — component (figure 8, figure 12), F . (38) —
component (figure 9, figure 13), R . (37) — component

oo impulse responses i, .. (t.6) and i,. (t.&)
(figure 17);
®e [ESPONSES Y, quoe (t.&) and Yor, (t,€) of an

arbitrary input signal Y, (figure 18, figure 19);

ee frequency W... (jo.&) and

W, (jo.&) (figure 20, figure 21);

e frequency Nyquist — and Black-Nichols-robust analy-
sis by the characteristics of the nominal W* and the perturbed

responses

on upper limit W* (42) open-loop systems (figure 22, figure
23) fulfilling the requirements for robust stability (43) and robust
performance (44) in conditions of an a priori uncertainty, which
is described by the set of 7 (jew) (45) circles on 7 °(jw) (46)
circumferences with radiuses r°(w) (47) and central points
from the hodograph W*;

e robust analysis determined by the closed-loop system
sensitivity characteristics satisfying the requirements for achiev-
ing robust stability RS (48) and robust performance RP (49)
(figure 24);

e general frequency robust analysis of the open-loop and
closed-loop systems (figure 26, figure 27);

e robust stability margin k , . (50) and robust perfor-
mance margin k (51) shown on figure 25.

(35) &* = Gre " =0,150(4p+1)e

(36) G"=G"e "
(2p+1)(2,18p+1)(0,61p+1) (0,41p+1)(0,11p+1)

(37) R. = (1'*D""),, = : : : : . (@=1,2;=05)

2p (4,13p+1)(1,15p+1) (0,21p+1)(0,06 p+1)

M POL
= 0,150 (4p+1) " (1,66 p+1) °

=0,225(4p+1) "e ™ =0,225 (4p+1) " (3,33p+1) °

(38) F.2F.DL =

(p+1) [(0,41p+1) (0,11p+1) ] (e, =5.51c=15)
(5p+1)| (0,21p+1)(0,06 p+1)

. 7{2 ‘i 0,1 (0,0001p+1)," )~

(39) Fu= (@ 3pr1) ] , (@, =10, rad/s ; T, =400,s)
0,1 (0,0001p+1);" ] (p+1) [

R™. =[272
= (133,33p+1); (5p+1)
(40) X[(2p+1)(2 18p+1)(0,61p+1

2p (4,13p+1)(1,15p+1

—_

0 4lp+l O llp+l

0 21p+l 006p+l ] .
(0,41p+1) (0,11p+1)

(o 21p+1)(0, 06p+l)]

—_

vv

(41) R.=235(8p+1)(8p) " (2p+1)(0.4p+1) ", (k,=2.35; T, =8,5:T, =2.5)
(42) W' =R G*; W"=R G”

43) |1+G* (0)R (0)| > r’(w) Vo

(44) | 1+6(0)R (o
@5) n(jo)e W (jo), (0el0;=))

)| 2 | 1+6*(0)R (0)] - r* (@), VGell; Vo

Ll Re' (0, )=Re (0, )+1 (0, Jcos@,(Qe[0,=))
(46) = (io, )={ Im* (0, )=1m (0, )+r (o, )sinQ, (Qe[0,x))

(figure 10, figure 14) and ML-DTC regulator R",.”™ @47) (e )=[1. (e )R(@ )| =|1.(0.)R(e, )e* (o) |
(figure 11, figure 15); (48) Rrs = |n*(0)7.(0)|<1, (Vo,0cl0,=); v =RG* (1+RG*) ")
e characteristics of the open-loop and the closed-loop (49a) re =[n*(0)7, (@) +|e (@)v(0)] <1, (Vo,0c[0=) e =(1+RG*)")
MLDTC fractional system and PID-system as function of  (49h) o (p)=[y* (p) v(p) <(p)] =W, (p)v’(p)
the in—dicated (20a) range of parameter variations & in 50 o DI
the plant G (50) Kkyw (@)=r"(jo)|1+R (jo)G* (jo)| " <1, (Vo,0e[0,=))
ee step responses h,... (t.&) and h,, (t.¢)(figure 16);  (51) xe(@)=(jertio) o (o))~ (o) J1sr(G0) 6" (jo)| " <1, (Vo.0c[0.2))
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5. Analysis and Conclusion

The obtained results in the present work prove the main
conclusion which is that effective methods and structures exist
for: fractional robust control of industrial plants in conditions of
an a priori uncertainty, using a dead-time compensation and cut-
off reaction against the external harmonic signal disturbances.
They are structurally and parametrically controlled by the de-
signer during the synthesis of the control systems with variable
dead-time.

New and original issues results in the present paper are:

o The proposed robust structures of ID fractional regula-
tors with DTC- fractional dead-time compensators and s4/z-cut-
off band stop filters with memory and horizontal profile. Its
application allows the effective control of objects with variable
delay and harmonic noisy industrial environment in the class of
robust systems.

e The proposed configuration solutions, method, criteria
and algorithm for analytical synthesis of this new class robust
fractional #4£-DTC systems, which have an affirmative and
proven working efficiency.

e The estimation, confirmation and demonstration of ap-
plicability of the proposed solutions and also working capacity
of the methods. For this purpose, in the work is implemented
general frequency robust Nyquist- and Black-Nichols analy-
sis.

e The comparative analysis under same conditions show-
ing the advantages for a specific numerical example of the
proposed new class #Z-DTC fractional control system in com-
parison with the classic system using a PID-regulator. The
results analysis shows:

ee one or more orders lower settling time (figure 16 +
figure 19);

ee considerable higher values of stability margins — gain
margin GM and phase margin PM (figure 20 + figure
21);

ee robust stability and robust performance (figure 22 +
figure 27) of ML-DTC fractional systems unlike the
system using a PI D -regulator which has a robust stabil-
ity but does not have a robust performance because

k' (0) >1, (Vo,0e[0,)).

M POL

They are also the essence of the results in the implemen-
tation of the works’ purpose — to propose and analyze new class
ML-DTC fractional control systems that give the possibility
to reach effectiveness in the engineer practice in controlling
plants with variable delay and harmonic industrial disturbances.
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