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Abstract: ln this paper the efficiency of parallel combinatorial search
on multicomputer platform has been investigated on the basis of
MPI+1penMP parallel prlgram implementations. The parallel algo-
rithms under consideration are parallel versions of bacldrack search
and branch-and-bound search for the case studies of the N Queens
problem and Sam Loyd's puzzle as benchmarks, respectively. Both
parallel computational models are based on the manager/workers
algorithmic paradigm implying dynamic strategy for load balancing in
the parallel system. The performance parameters of the parallel system
have been estimated and analyzed by means of parallelism profiling
and benchmarking the hybrid parallel programs. The scalability of the
parallel system has been investigated with respect to the parallel
machine size and the parallel computational workload.

1 . The Problem Area

The goal of the algorithms for combinatorial search [1,2]I
is to find one 0r more optimal solutions in a defined search
space. An algorithm that solves an optimization problem must
find a solution that is an extreme of an objective function.

The most popular applications of combinatorial search
comprise VLSI design with minimal area, robot motion sched-
uling with minimal traveled distances, designing minimum dis-
tance cable interconnects of local area networks, theorem prov-
ing, games, etc,

Practically the search space is presented as a state space
tree. The root of the tree denotes the original problem, while the
other nodes represent subproblems. The type of the search tree
and its depth depend on the problem specifics. The search tree
may be either of the AND, 0R or of the hybrid AND/OR type.

In order to find the optimal solution combinatorial algo-
rithms have to make an extensive and time consuming search
for possible solutions of the problem. The search space and the
time for search increase exponentially with respect to the size
of the problem. Parallel computing gives the opportunity to speed
up the search process significantly. Algorithms for combinatorial
search are parallelizable because of the considerable inherent
parallelism of the application area [1,2]. The space of the pos-
sible solutions can be searched concurrently resulting in im-
proving the search time.

Backtrack search is a method for solving combinatorial
problems through searching in depth the space tree for finding
out alternative solutions. The N Queens problem is a combina-
torial problem solved by backtrack search. For a sufficiently
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large size of the chess board the N Oueens problem is used for
benchmarking the performance and efficiency of backtrack
search on computer platforms.

The branch-and-bound search is a variation of backtrack
search. lt implies optimization of the search process by analyz-
ing the optimality of the possible solutions and ignoring search
subareas that are not likely to give optimal solutions. Sam
Loyd's puzzle is a combinatorial problem solved by branch-and-
bound search. For a sufficiently large size of the board Sam
Loyd's puzzle is used for benchmarking the performance and
efficiency of branch-and-bound search on computer platforms.

The goal of this paper is to investigate the efficiency of
parallel combinatorial search on parallel computers with hybrid
types of parallelism. The inherent parallelism of the applications
is dynamic and therefore, dynamic strategies for load balancing
are needed to speedup the computation.

2. The Parallel Computational Models

For both methods of combinatorial search under investiga-
tion the manager/workers algorithmic paradigm is implied. The
parallel computational model for the N Queens problem is shown
in figure /. The basic responsibility of the manager (Process 0)
is to distribute the tasks dynamically among the workers at run-
time. His activities are:

Figure 1. Parallel computational model
for the N Oueens problem
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'  sends tasks to the workers for finding partiar non-c'n-
flicting chess board configurations for a given number of queens
to a specified depth of the space tree by the communication
operation MPt_Send0;

' Receives messages for task compretion and status
,,ready" by MPI_Recv|;

priority queue of unexamined subproblems. Initially the workerpr'cesses have empty priority queues expecting melsages from
other processes with unexamined subprobrems. Tney"ieceive
messages, containing the termination token. ln case a process
receives a message and computes an unexamineo prootem with
a lower bound less than that of the best sorution found so far,
it updates the color and the count fields, and the field containing
the best solution so far. At rast, the process compares the cost
of the best solution found so far with the lower bound of the
unexamined subprobrem at the head of its priority queue.

In case the cost of the current best sorution is rower or
equal to the lower bound of the head unexamined problem, theprocess empties its priority queue.

3. The Experimental Framework

The experimentar murticomputer pratform comprised.five
workstations (lntel pentium 4 3.1 GHz HT, RAM sr+rvg, win_
dows XP) interconnected by Fast Ethernet switch (100 Mbps, full
duplex mode). The architecture of the target murticomputer prat-
form is shown in figure J.
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o Collects the solutions from the workers
MPI_Reduce0;

' upon exhausting the workroad sends termination mes-
sages to workers.

The activities of the workers are:
. Receive tasks from manager by means of the commu-

nication operation Mpl_Recv\;
' compute the task (for given chess board configuration

and number of queens) by backtrack search;
After completing the task send message to manager

with tag ,,d.ne" and indicate readiness for a new task by
MPI_Send0;

' Terminate upon receiving termination messages from
manager.

The paraller computationar moder for sam Loyd,s puzzre
is shown in figure 2. rt provides road barancing ai run time.
Furthermore, the ring-like passing of the terminaiion token en-
sures that useless computation shall not be performed for the
solutions that cannot lead to better than the current best solution.

by means of

Figure 2. Parailer computationar moder for sam Loyd's puzzre

The manager pr'cess is responsibre for the foilowing
activities: initializing the primary configuration of tiles on the
board, generates the original problem with the corresponding
priority queue, dividing the original problem into two subprob-
lems, distributing the unexamined problems to worker processes,
sending termination token according to the requirements of the
modified Dijkstra's distributed termination detection algorithm to
worker processes in ring-like order, performing checks to iden-
tify the termination of the parallel algorithm, it it gets a white
token and the message count is 0, sending a termination mes-
sage to the worker processes. Each process maintains its own

|TESS€es

Figure 3. The architecture of the target murticomputer pratform

Paral lel pr 'gram imprementations based on hybrid
MPI+OpenMP programming model have been run on the
multicomputer platform. The processes are multithreaded utiliz-
ing the hyperthreading technology implemented in the computer
nodes of the multicomputer. The parallel implementations for
the N queens problem comprised different parallet workloads for
various sizes of the chess board - 1 0x1 0, 13x13, and 1 5x1 5.
For the specified sizes of the chess board the corresponding
numbers of the non-conflicting configurations are 724, zs 712
and 2 279 184, respectively. The parallel implementations for
sam Loyd's puzzle comprised different parallel workloads for
various sizes of the board - 4x4,5xS, and 7x7.
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4. Perlormance Estimation
and Parallelism Profiling

Parallelism profiling and performance parameters evalua-
tion have been made for the 30 experiments in order to estimate
the efficiency of the paraller combinatorial search as well as the
scalability of both the machine size and the parallel applications.
The communications profile and Gantt's chart for solving the N
Queens problem in parallel for board size 15x15 are shown in
figure 4 and figure 5, respectivery. The communications profile
and Gantt's chart for solving sam Loyd's puzzle in parallel for
board size 7x7 are shown in figure 6 and figure z, respectively.

The values of the speedup of sorving the N Queens prob-
lem and sam Loyd's puzzle in parallel on multicomputer plat-
form for the various multicomputer sizes and problem sizes are
shown in figure 8 and figure 9, respectively, while the values of
the estimated efficiency - in figure l0 and figure 11.

Figure 4. The communications profile for solving the N Queens
problem in parallel for board size 15x15

Figure 5. Gantt's chart for solving the N Queens problem
in parallel for board size 15x1S

Figure 6. The communications profi le for solving
Sam Loyd's puzzle in parallel for board size Tx7

Figure 7. Gantt's chart for solving sam Loyd's puzzle in parallel
for board size TxT

The performance analysis of the parallel computation of
the N queens problem on the multicomputer platform with com-
pute nodes with hyperthreading shows that increase of the com-
putational workload (the chess board size and the number of
queens, respectively) results in slowing down the speedup and
reducing the efficiency of the parailel system due to the in-
creased system overhead for dynamic load balancing demand-
ing intensive communication. This effect is observed to be the
greatest for the largest size of the parallel machine. we can
conclude that the application scales sufficiently well in respect
to the scaling of the multicomputer size in spite of the fact that
the speedup increases slowry versus the increase of the parallel
machine size.

The efficiency of the parallel system deteriorates when the
machine size and problem size increase due to increased com-
munication activities for load barancing. In all the experiments
it is observed that increasing the size of the physical machine
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results in degraded efficiency of the parailer system with about2!%' varving the probrem size and ti-re machine size the varueof the efficiency varies with about 6+14o/o,tne greaiesl Jegraou-tion being observed for the maximum size oflhe probrem and

E F F I C I E N C Y  O F  T H E  P A R A L I - E L  S O L U T I O N  O F
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Figure 8' Speedup of sorving N Queens probrem in paratel
for various machine sizes and problem sizes
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Figure 9. Speedup of solving Sam Loyd's puzzle in parallel
for various machine sizes and problem sizes

EFFICIENCYOF SOLVING N QUEENS PROBLEiI
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Figure 11. Efficiency of sorving sam Loyd,s puzzre in parailel
for various machine sizes and problem sizes

the machine. Nevertheress, the efficiency of the parailer systemfor 5 computers and board size 15x15 is 2g.gro.
Performance anarysis of the parailer computation of samLoyd's puzzle shows that the obtained speedup is the highestfor

the largest board size Tx7 because of the fact that increasing
the board size means increasing the computationar workroad
and consequenfly, resurts in better utirization of the computa_
tional res'urces. Nevertheress, the speedup is about 1.2 for 5pr'cess'rs meaning the efficiency is about 35%. we see thatthe less the number of processors is, the better is the efficiency
due to the better utirization of processors and the decreased
communication overhead. The apprication scares weil versusthe machine size, especiaily for the rargest board size.

Taking into consideration the per-formance anarysis ofparallel backtrack search and parallel branch-and-bound searchfor the case studies of the N queens probrem and sam Loyd,spuzzle we can conclude that the efficiency of parallel comnina_
torial search on murticomputer pratform is about 30% and thespeedup increases slowly versus the problem size not exceed-
ing 1.8 for 5 computers.

5, Conclusions and Future Work
In this paper the efficiency of parailer combinatoriar search

on multicomputer pratform has been investigated on the basis
of MPI+0penMp parailer pr'gram imprementitionr. The parailel
algorithms under consideration are paralrer versions of back_
track search and branch-and-bound search for the case studies
of the N Queens probrem and sam Loyd's puzzre as bench-
marks, respectivery. Both parailer computationar moders arebased on the manager/workers argorithmic paradigrn imptying
dynamic strategy for road barancing in the parailer iystem. Theperformance parameters of the parailer system travl oeen es-
timated and anaryzed by means of parirteri* protring and
benchmarking the hybrid parailer pr'grams. The scatabirity ofthe parallel system has been investigated in respect with theparallel machine size and the parallel computational workload.

Taking into consideration the performance anarysis ofparallel backtrack search and parallel branch-and-bound search
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Figure 10. Efficiency of sorving N Oueens probrem in parailel
for various machine sizes and problem sizes
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for the case studies of the N queens problem and Sam Loyd's
puzzle we can conclude that the efficiency of parallel combina-
torial search on multicomputer platform is about 30% and the
speedup increases slowly versus the problem size not exceed-
ing 1.8 for 5 computers.

In order to make a prognostication for the efficiency of
parallel combinatorial search on multicomputer platform we
have to estimate the isoefficiency that is a metric to characterize
system scalability. The efficiency of the parallel system F de-
pends on the workload W, the number of processors n and the
system overhead Toi.e. E=f(W,n,D. ln order to keep up 30%
efficiency for parallel combinatorial search scaling the rnachine
size requires the adequate scal ing of the paral lel appl icat ion i .e,
the board size should be enlarged - above 15x15 for the N
Queens' problem and7x7 for Sam Loyd's puzzle. Nevertheless,
we have to take into consideration that scaling up the workload
will result in increasing the system overhead and eventuaily the
efficiency might drop below 30%.

The future work should encompass investigation of the
efficiency of parallel combinatorial search on computer cruster
and the utilization of more efficient mechanisms for dvnamic
load balancing.
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