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Abstract. This paper is focused on the classification of multidimen-
sional patterns in classes located in a noisy environment using ap-
proximation of the class areas through radial basis elements.  Different
variants of class area approximation are proposed and investigated.
An approach for classification in overlapping classes is discussed. It
is based on the class areas approximation taking into account the
class potentials. A variant of classifier validation, which uses noisy
vectors in validating sets, is investigated. The classifiers are trained and
tested with simulated data and experimental data, related to the
recognition of color characteristics of grain sample elements. The
results obtained by classifiers proposed and classifier with standard
radial basis functions and Bayesian classifier are compared.

1. Introduction
When we solve different classification tasks, the input

vectors are grouped into classes with definite class centers,
which correspond to the class prototypes. The dispersion of
classes’ vectors is due to two main factors: the deviation of the
actual values of the object characteristics and the measurement
noise. These two quantities are independent random variables in
many application tasks. Usually the vector dispersion has
Gaussian distribution.

The class areas in which the input vectors have to be
distributed have normally limited dimensions and specific shape.
In many cases the shape of the class boundaries is conditioned
by the task context. Assuming that the input vectors have Gaussian
distribution and vector component variances are equal along the
directions of the feature space, the class areas are round shaped.
This condition is not fulfilled in many classification tasks. Often
the variances of the input vector components are sufficiently
different. This means that the shape of the class areas can be

allelepiped and the areas have different orientation in the feature
space. Furthermore, part of the class areas can have close,
contact or overlapping boundaries.

Classification problems, where the shape and the size of
the classes have to be limited, are often met. Quality assess-
ment of different products (industrial ware, agricultural products,
food products, etc.) could be given as an example [1,12,13].
The quality of such products is assessed on the basis of different
quality features. The values of these features form multidimen-
sional object description. Because of the quality features vary in
fixed ranges for every quality group, the class areas are limited
and they have usually near located or contacted boundaries. The
following problem arises when we solve such classification
tasks [13]. If the class areas, which correspond to the quality
groups (ω

1
, ω

2
 ... ω

m
), are presented in the feature space

(figure 1), that class areas are usually enveloped by an area
from objects vectors, which are out of the quality groups (ω

s
)

(waste, sittings, impurities, etc.).
While we can obtain data about class centers and class

variances for the first group of classes (from training sets), that
is not possible to be made for the second group of objects. It
can be supposed, that the area of these objects can fully enve-
lope the areas of the first group of classes (figure 1a). Further-
more, if there are too big deviations of the actual values of the
object characteristics and an intensive measurement noise, the
class areas can be overlapped (figure 1b).

In confirmation of the discussed task actuality the follow-
ing example will be presented. Within the frames of the INTECHN
project (Development of intelligent technologies for assessment
of quality and safety of food agricultural products), funded by
Bulgarian National Science Fund,  new technologies and tools
for quality assessment of cereals, fruits, vegetables, milk, dairy
products, meat, meat products and eggs are developed. The
recognition of objects from different groups is made on the

sufficiently different from sphere. In classification task related to
the quality assessment of different products, the shape of the
class areas is often similar to a prolonged ellipsoid or a par-

bases of data obtained by a computer vision system and a
spectrophotometer. For example, when we assess the quality of
a maize grain sample using computer vision system, we can

Figure 1. Class geometrical representation: a) ω
1
, ω

2
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m
­ classes with compact areas

surrounded by noisy class ω
s
; b) overlapping classes surrounded by noisy class ω

s

a b

x1

x2
ω 1

ω2

ω s

x1

x2

ωm

ω s

ω4

ω2

ω3

ω 1



1  201124 information technologies
and control

extract information about object visible features like shape, color
characteristics, dimensions, surface texture, etc. The grain
sample elements can be divided in 8 basic classes (1cc -
grains with inherent for the variety color, back side, 2cc - grains
with inherent for the variety color, germ side, 3cc - heat-dam-
aged grains, burned grains, 4cc - green grains, 5cc - mouldy
grains, 6cc - bunt, smutty grains, 7cc - infected (with Fusarium)
grains and 8cc - sprouted grains) on the basis of the color
characteristics. These classes correspond to the color zone
combinations, which are typical for different grains. There is an
additional class (9cc), that corresponds to the non grain impu-
rities. We can define comparatively compact classes for the first
8 groups. The class centers and class deviations can be calcu-
lated using the respective training sets. The investigation carried
out shows that the class shapes are similar to an ellipsoid or
a parallelepiped and the class axes have different orientation in
the feature space. It is impossible to define a compact class for
the non grain impurities because of the fact that the color and
shape features of elements of this class could be sufficiently
different in each subsequent grain sample.

A situation presented in figure 1a is arisen. In this case
the classification task can be interpreted as a task for class
areas approximation, when the classes are situated in a noisy
environment. Furthermore, the class areas are overlapped for
some of the classes (figure1b). Very often correct information
about class priory probabilities is missing. That makes the
classification problem more complex. If we use a classifier,
which requires the class priory probabilities to be known (for
example Bayesian classifier [7,8]), the training procedure has to
be implemented using the priory probabilities obtained from the
number of elements in the training sets. When we assess quality
of an unknown sample, the ratio of the number of elements in
different classes can be sufficiently different from this ratio in the
training sets. The classifier decision can be sufficiently different
from the optimal decision under these circumstances. In this
case the classification task is reduced to a task for approxima-
tion of the overlapping class areas, when the classes are situ-
ated in a noisy environment and correct data about class priory
probabilities is missing.

The main goal of this work is to propose approaches and
tools for effective approximation of class areas located in a noisy
environment, using Radial Basis Elements (RBEs). They have to
assure a correct classification of multidimensional patterns under
following preconditions:

-  The classes consist of Gaussian distributed vectors and
they have sufficiently different dimensions along the directions of
the feature space.  The classes have near located class bound-
aries and they are situated in noisy environment;

-  Class areas are overlapping and correct data about
class priory probabilities is missing.

2. Classification Approach and Classifiers

2.1. Classification Approach

Having in mind the problems mentioned above, it is very
important to choose an appropriate classification strategy. The
use of the popular strategies, like Discriminant analysis, Cluster
analysis [9], Support Vector Machines (SVM) [3,6,11], K-Nearest

Neighbours (KNN) [18] and some others, which build bound-
aries between the class areas, is not a good choice under
discussed circumstances. It would be more efficient the
ω
1
, ω

2
 ... ω

m
 class areas to be approximated by the classifier

and all vectors, that do not get into these limited areas to be
associated with the class ω

s
.

Classifiers based on Radial Basis Functions [2,14,19] are
appropriate in terms of the simplicity of the classification pro-
cedure and accuracy of the class areas approximation under the
specific circumstances. Their application is determined by the
simplicity of the classification procedure and the accuracy of the
class area approximation. Furthermore, if we set an appropriate
value of the RBE bias and a minimal threshold Δ of its output,
it becomes clear what part of the input vectors will be included
within the class boundary and it is easy to change the dimen-
sions of the particular class area. Some of the most effective
classifiers which have the ability for class area approximation
are based on the Radial Basis Functions. Neural Networks (NNs),
like Probabilistic Neural Network (PNN) [5,18,21] and Radial
Basis Function Network (RBFN) [4,17,22], which are widely
applied in similar classification tasks, include a layer with Radial
Basis Elements.

2.2. Classification into Non Round/spherical

Shaped Classes, which Have Sufficiently

Different Dimensions in the Directions

of the Feature Space and Near Located class

Boundaries

Within the frames of this task we will assume, that the
classes are ellipse/ellipsoid shaped. The task will be discussed
in two variants - when the classes’ axes are parallel to the axes
of the feature space and when the class axes have a random
orientation in this space.

Different variants for class area approximation using RBEs
are analyzed in this investigation.

Variant 1 (CSRBE). Only one RBE is used for approxima-
tion of each class area [13]. The RBEs centers correspond to
the class average values obtained from the class training sets.
The class area dimensions are set through appropriate values
of RBE biases and appropriate minimal threshold Δ of the RBEs
outputs (figure 2).
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using standard RBEs (CSRBE)
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In the case, when one standard RBE is used for each class
area approximation, the class boundaries are round shaped.
This corresponds to the case, when the standard deviations of
the input vector components are equal in all directions of the
feature space. If this precondition is not carried out, then the
class area shape can be sufficiently different from a sphere.

The following denotations are used: fωi is the output of
i-th RBE, which corresponds to the class ω

i
; Δ is threshold value,

which limits class area dimensions.
The bias value of the i-th RBE is determined by the equa-

tion:

(1)  ( )
i

k
833.0

bi
ωσ⋅

=

where σωi
 is the standard deviation of vectors of the class ω

i
;

k is a parameter, which determines the dimension of the class
boundary surface.

When the classes have non spherical shape, sufficiently
different dimensions along the direction of the coordinate axes
and near located class centers, we can expect that the CSRBE
will give an incorrect classification for a part of the input vectors.
The condition for correct classification of an input vector into
class ω

i
 can be presented by the following inequalitie

(2)   fωi 
>

 
fωj 

 (j = .... m, j ≠ i) and
(3)  fωi 

≥ Δ
The CSRBE can be considered as a reference classifier,

because its architecture includes standard RBEs and it realizes
the classification approach described in section 2.1.

Variant 2 (CDRBE1). Often the classes’ shapes are suffi-
ciently different from circle/ sphere. This case is typical for
different applied tasks. If we approximate the real class areas
using the CSRBE, we create preconditions for incorrect classi-
fication of a part of input vectors. A question arises: Is there a
possibility the CSRBE architecture to be modified in such a way,
that it can define non spherical shaped classes, for instance
ellipse/ellipsoid shaped classes? A decision of this task gives
the architecture of a modified classifier with decomposing RBEs
(CDRBE1), presented in figure 3.

The CDRBE1 architecture consists of two layers. The first
layer includes n x m radial neurons, which are distributed into
m sub layers (m is the number of the classes). ). The number
of RBEs in each sub layer is equal to n (n is the input vector
dimensionality). Each RBE has one input, connected with the
respective input vector coordinate. The weights of neurons in
each sub layer are equal to the coordinates of the class center.
The biases of the radial neurons correspond to the real class
dimensions (standard deviations σxωi, 

σyωi and σzωi of the vec-
tors from the training set).

The radial layer architecture proposed gives a possibility
to form class areas, whose dimensions are different along the
different coordinate axes and correspond to the dimension of the
real class areas. Really the CDRBE1 decomposes the multidi-
mensional input vectors along the coordinate axes and inserts
a separate radial neuron for each coordinate axis. This gives a
possibility for independent adjustment of the radial neurons in
each sub layer. In this way we can define different dimension of
class areas along the different coordinate axes.

The second CDRBE1 layer consists of m radial neurons.
Each of them has n inputs, connected to the outputs of the
respective radial neuron in the first layer. The neurons outputs
present the weighted distance of the input vector to the centers
of non spherical classes. To determine what class the input
vector belongs to, the output fωi with maximum value is chosen.
This value has to exceed the threshold Δ (the last element of the
classifier architecture).  Otherwise the input vector is accepted
as a noise. The condition for correct classification can be pre-
sented by the following inequalities:

(4) ⎜⎜fωi
 - 1⎜⎜ > ⎜⎜fωj

 - 1⎜⎜ (j = 1.... m, j ≠ i) and

(5)  ⎜⎜fωi
 - 1⎜⎜ ≥ Δ

where fωi
 = [fωi1

, fωi2
,....., fωin

]T is a vector, whose components are
the outputs of the radial neurons of the i-th sub layer of the
CDRBE1, corresponding to the class ωi.

The CDRBE1 can effectively approximate ellipse/ellipsoid
shaped classes, whose axes are parallel to the coordinate axes.

Variant 3 (CDRBE2). For avoiding the problem, concerning
the approximation of classes, whose axes are not parallel to the
coordinate axes, it is possible the following approach to be used.
A local coordinate system (xωi

 ,yωi
 ,zωi

 , for 3-dimensional
vectors), whose axes coincide with the class ωi axes of inertia,
is constructed for each of the classes. The input vector coordi-
nates are recalculated in each of the local coordinate systems.
Actually through this transformation the axes of each of the
classes become parallel to the axes of the input vector coordi-
nate system. This reduces the task, when the class axes have
a random orientation in the input vector space to a task, when
the axes of all classes are parallel to the feature space axes.
The CDRBE1 gives a correct approximation of the classes under
these preconditions.

The class dimensions regarding the local coordinate sys-
tems can be determined in the following way. The covariance
matrix COVωi

, which corresponds to the class ωi, can be cal-
culated on the bases of the respective training set. The diagonal
term of the COVωi

 consists of the variances σ 2xωi, σ 2yωi and
σ 2zωi. It is possibly to recalculate these variances in the local
coordinate system xωilyωilzωil (the recalculated variances are
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Figure 3.  Classifier with decomposing RBEs (CDRBE1)
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denoted with σ 2xωil
, 

σ 2yωil and σ 2zωil) using the following trans-
formation (eigenvalue equation):

(6)  COVωi
.Vωi

= Vωi
.Dωi

,
where Dωi

 and Vωi
 are the matrixes of eigenvalues and eigen-

vectors of the matrix COVωi
. The diagonal term of the Dωi

consists of the variances σ 2xωil, σ 2yωil and σ 2zωil. The matrix
Vωi

 is used to transform the input vector from the initial coor-
dinate system xyz to the local coordinate system xωilyωilzωil.

The architecture of the classifier [13], which corresponds
to the approach described above, is presented in figure 4. There
is a new layer including transforming elements, which realize the
transformation of the input vector into the class local coordinate
systems. The biases of the radial neurons in the second layer
correspond to the standard deviations σ xωil, σ yωil and σ zωil.

The CDRBE2 can approximate the classes with shape,
which can vary from n-dimensional ellipsoid (including n-dimen-
sional sphere) to the shape, which is similar to the n-dimen-
sional parallelepiped.

2.3. Classification of Multidimensional Patterns

into Overlapping classes

Variant 4. (CRBEP). It is well-known, that the optimal
solution of the task concerning classification into overlapping
classes can be obtained on the basis of the Bayesian classifi-
cation rule [7,10,15,20]. Its application requires the conditional
probabilities P (X/ωi), as well as the prior probabilities P (ωi)
to be known. The condition for correct classification of an input
vector X into the class ωi can be given by the inequality:

(7)  P (X/ωi) P (ωi) > P (X/ωj) P (ωj). j=1…m, j≠I,
where m is the number of classes.

This variant of the Bayesian classifier creates boundaries
between classes, but it can not approximate the class areas.
Furthermore, if the ratio of the number of elements in training
sets is different from the ratio of the number of elements in real
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Figure 4. Classifier with decomposing RBEs (CDRBE2), which

takes into account the orientation of the class axes of inertia

classes, the Bayesian classifier loses its optimality.
Let us suppose that the requirement for class areas ap-

proximation is valid and the ratio of numbers of elements in
classes is changing during the classification of unknown sample.
Under this formulation the following approach is realized [13].
The class areas are approximated using standard (or decom-
posing) RBEs and the accumulated during classification number
of vectors of each of the classes is interpreted as class potential
Vωi. This potential is defined as:

(8)   Vωi = Ni/Nmax

where Ni is the number of vectors, which are currently classified
in the ωi  class; Nmax is the number of vectors, which are cur-
rently classified in the class with maximum classifications.

As it is shown in figure 9, the class potential Vωi intro-
duces an additional correction Δfωi = kv.Vωi/D(X,Ci) (where kv

is a weight coefficient and D(X,Ci) is the Euclidean distance
between the input vector X and the i-th class center) of the
assessment fωi, formed by the i-th RBE. This correction dis-
places the probability density function fωi with a value, which is
proportional to the current number of vectors of the class ωi.

The correction Δfωi can also be introduced as a correction
of the RBEs biases. The i-th RBE bias can be given by the
equation:

(9)   bi =  0,833/(kσωi+ kv.Vω)

The effect of the correction comes down to a displacement
of the boundary between the overlapping class areas. The dis-
placement depends on the ratio of the accumulated number of
vectors in each of the classes.

2.4. Classifier Validation

As it was pointed out in section 2.1, it would be more
efficient the class ω1, ω2...ωm areas to be approximated by the
classifier and all vectors, that do not get into these limited areas,
to be associated with the class ωs. That is why the classifiers
presented above include one or set of RBEs corresponding to the
classes ω1, ω2...ωm. For the ωs class the approximating ele-
ments are missing. The goal of the validation is to obtain the
optimal classifier parameters (k and kv) for specific classifica-
tion tasks.
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In comparison with the standard cross-validation approach
(K fold cross-validation), the validation approach proposed is
based on the following procedure. Although the classifier creates
models of the ω1, ω2...ωm  classes, some elements of the ωs

class are used in classifier validation. This leads to the limita-
tion of the class area dimensions, which is a precondition for
a big part of elements of the ωs class to be rejected from the
classifier. In that case this result is a correct classification. For
example, if we recognize color class of grain sample elements,
we can include data about color characteristics of non grain
impurities. Including this data, we limit the dimensions of the
class areas. This leads to more correct recognition of grain
sample elements.

3. Results and Discussion

The developed classifiers CSRBE, CDRBE1, CDRBE2 and

CRBEP are simulated in MATLAB environment. Simulated data
and experimental data about surface color and texture charac-
teristics of the grain sample elements (extracted from object
spectra) are used for classifiers validation, training and testing.

3.1. Classification through Class area

Approximation Using CSRBE, CDRBE1, CDRBE2

and Simulated Data

The approximation of two classes ω1 and ω2 with normal
distributed vectors, whose axes are parallel to the axes of the
input vector coordinate system, is presented in figure 6. The
number of the vectors in the two classes is respectively 1000
and 500. The approximation of two classes ω1 and ω2 with
normal distributed vectors, whose axes have a random orienta-
tion in the feature space, is presented in figure 7.

Classification errors ei and classification error rate eo

using CSRBE, CDRBE1 and CDRBE2 are shown in table 1. The
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Table 1. Classification results obtained by CSRBE, CDRBE1 and CDRBE2

Class 
features 

σ
2
ω11=50, σ2

ω12=50, 
σ

2
ω21=50, σ2

ω22=50,    
Cω1=(-100;0), 
Cω2=(100;0) 

σ
2
ω11=50,σ2

ω12=50, 
σ

2
ω21=50,σ2

ω22=10,    
Cω1=(0;0), 
Cω2=(0;-120) 

σ
2
ω11=50,σ2

ω12=50, 
σ

2
ω21=50,σ2

ω22=10,    
Cω1=(0;0), 
Cω2=(120;-120) 

σ
2
ω11=50,σ2

ω12=10, 
σ

2
ω21=30,σ2

ω22=10,    
Cω1=(0;0), 
Cω2=(30;-40) 

Class 
orientation 

Θω11=0 deg 
Θω21=0 deg 

Θω11=0 deg 
Θω21=0 deg 

Θω11=45 deg 
Θω21=45 deg 

Θω11=45 deg 
Θω21=45 deg 

Errors,% e1 e2 e0 e1 e2 e0 e1 e2 e0 e1 e2 e0 
CSRBE- 
ref. 
classifier 

1.59 0.64 1.27 9.86 0.0 6.57 1.27 4.67 3.00 4.98 19.83 9.93 

CDRBE1 1.47 0.84 1.27 0.85 1.27 0.98 1.18 5.52 2.63 5.08 17.27 9.14 
CDRBE2 1.27 0.68 1.07 0.64 1.27 0.85 0 0 0 0 0 0 
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results presented are the average values obtained from 10
simulated testing samples with the same distribution param-
eters. The following denotations are used: σ 2ω11, σ 2ω12, σ 2ω21

and σ 2ω22 are the class variances in the directions of the inertial
axes of the classes ω1 and ω2 respectively; Cω1 and Cω2 are the
centers of the two classes; θω11 and θω12 are the angles be-
tween the main class axes and the x axis.

The classification errors are calculated using the
equations

(10)  e
i
 = FP

i
/(TP

i
+FP

i
).

e
i  gives the relative part of objects from some class ωi, which

are assigned incorrectly to other classes k=1...N, where FP
i
  is

the number of elements from the i-th class, which are incorrectly
classified in other classes; TP

i
 is the number of correctly clas-

sified elements from the i-th  class.
(11)  e

0 
=  ΣFP

i
 /(ΣTP

i
+ ΣFP

i
).

e
0
 (classification error rate) gives the relative part of all wrongly

classified objects, were N is the number of classes.

Analysis of the results. The results obtained under dis-
cussed circumstances show, that the accuracy of class areas
approximation influences sufficiently on the classification accu-
racy. Because of the CDRBE2 can better adapt to the shape and
orientation of real class areas, the expectation that it will assure
better classification accuracy is confirmed. For example, if we
consider the ellipsoid shaped classes, whose main axes of
inertia have orientation Θω11= 45 deg and Θω21 = 45 deg
respectively, the CDRBE2 decreases the error e

0  with 9.93% and
9.14% in comparison with CSRBE and CDRBE1. This can be
explained by the fact, that the CDRBE2 makes more precise
approximation of real class areas. The errors of the three clas-
sifiers are approximately the same, when the classes are round
shaped.

3.2. Classification of Maize Grain Sample

Elements Using Features Extracted from Spectra

The spectral characteristics of grain sample elements are
obtained using QE65000 spectrophotometer. Each characteris-
tic is a vector with about 1500 components. The spectral char-
acteristics are shown in the field “Spectral characteristics”
(figure 8).

Principle Component Analysis (PCA) and combination of
Wavelet descriptions and PCA are used for extracting typical
features from object spectra and for reducing input data dimen-
sionality. The following Wavelet coefficients are used:
Wavelet1 - detailed coefficients and Wavelet2 - approximating
coefficients. There is a possibly one of the following wavelet
functions to be selected: Haar, Daubechies2, Coiflet2, and
Symlet2. The level of decomposition can vary from m=1 to m=4.
The most informative wavelet coefficients are chosen using PCA
method. The well known PCA method is used as a reference
method for feature extraction from spectra and for input data
dimensionality reduction.

Three classes are presented in the field “Results” through
the first 3 principle components or Wavelet coefficients.

The tree classifiers (CSRBE, CDRBE2 and CRBEP) used for
object recognition on the basis of their spectral characteristics, are
validated, trained and tested with the sets, presented in table 2.

Figure 8. Presentation of the spectral characteristics and the results from their analysis

 1cc 2cc 3cc 5cc 7cc 8cc 9cc 
Training/ 

Validation 
120 120 80 53 192 42 

607 
(val.) 

Testing 30 30 20 13 48 11 152 
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The classification results of grain sample elements using
the three classifiers and the three data models are presented in
table 3 and table 4. The results in the first table are obtained,
when elements from class 9cc are excluded from the validation
procedure. The results in table 4 are obtained, when some
elements from class 9cc are included in the validation.

The classification error g
i is calculated using the equation:

(12)  g
i
= FN

i
/(TP

i
+ FN

i
).

g
i
 gives the relative part of objects from other classes, which are

assigned to class I, where FN
i
 is the number of elements from

other classes, which are assigned to the i-th class.
Analysis of the results. The results obtained confirm the

effectiveness of the proposed classification approach, classifier
architectures, data models and validation approach. For example,
the testing error e

0 of the selected classifier (CDRBE2) and data

model (Wavelet+PCA) is 27.62%, if elements from class 9cc
are excluded from the validation procedure. This error is 7.34%,
when some elements from class 9cc are included in the vali-
dation. The validation approach proposed decreases the testing
error with 20.3% under specific classification circumstances.

The choice of the appropriate classifier for specific clas-
sification task has significant influence on the classification
results. For example, the training errors obtained using CDRBE2,
CSRBE and CRBEP classifiers and PCA data model, are 6.75%,
71.99% and 7.25% respectively.

3.3. Classification into Overlapping Classes

Using CSRBE, CRBEP2 and Bayesian Classifier

The CSRBE, CRBEP and Bayesian (reference classifier)
classifiers are used for vector classification into overlapping
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classes. Two classes ω1 and ω2 
with two-dimensional vectors

are considered. The classifiers are validated and trained using
sets, which include N

1t 
and N

2t
 vectors respectively. They are

tests with sets, which include N
1 

and N
2
 vectors. The classifi-

cation results are presented in figure 12, where: P(ω1) and P(ω2)
are the priori probabilities of the two classes (they correspond
to N

1t 
and N

2t
); σ2

ω1 and σ2
ω2 are the class variances; DO

represents the class overlap degree, which is determined by the
following equality:

(13)   DO = (σ2
ω1 + σ2

ω2)/ D
12

,
where D

12 
 is the Euclidean distance between the class centers.

Analysis of the results. In comparison with the Bayesian
classifier, the CRBEP classifier assures better classification
accuracy, when the ratio of the number of elements in testing
set (N

1
/N

2
) is different from the ratio of the number of elements

in training set (N
1t
/N

2t
). N

1t
 and N

2t
 define the priory probabilities

P(ω1) and P(ω2). This result confirms the expectation, that the
Bayesian classifier loses its optimality under such circumstances.
Since the CRBEP takes into account the number of elements in
each of the classes after each classification, it assures better
accuracy than the Bayesian reference classifier (figure 12a).
The difference between the errors of the two classifiers in-
creases, when the difference between the two ratios increases.

For example, if N
1
/N

2 
= 0.1, the CRBEP decreases the classifi-

cation error e
0 

with 2% by comparison with the Bayesian clas-
sifier. If the values of the two ratios are nearly equal, then the
errors of the two classifiers are similar. It is relevant to remark
that CRBEP increases the accuracy of the class, which has
bigger number of elements (figure 12c). This is not true for the
class, whish has a smaller number of elements (figure 12b).

The Bayesian classifier assures the biggest accuracy
(figure 12d), when the ratios N

1t
/N

2t
 and N

1
/N

2 
are equal, es-

pecially when the values of these ratios are small. For example,
if N

1
/N

2 
= 0.1, the Bayesian classifier’s error is with 1.64% and

4.18% smaller than the errors obtained by the CRBEP and CSRBE
respectively. The difference between the errors of the three
classifiers decreases, when the ratio N

1
/N

2 
decreases.

The classification accuracy of the three classifiers de-
crease, when the degree of overlap of class areas increases
(figure 12e). For example, if DO=200/40, the errors of the three
classifiers are about 2.5%.  This error is 17.6%, when
DO=200/10.

The ratio of the class variances σ2
ω1/ σ2

ω2 
influences

sufficiently on the classification accuracy. The accuracy of the
three classifiers increases, when this ratio increases
(figure 12f).

Figure 12.  Comparison between the classification accuracy, obtained by the CSRBE, CRBEP2 and Bayesian classifier:
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4. Conclusions

The results from the investigation can be summarized as
follows:

1. The task for multidimensional patterns classification in
classes, which are located in a noisy environment, can be
effectively solved through class areas approximation using clas-
sifiers, based on RBEs.

2. The results obtained under discussed circumstances
show, that the accuracy of class areas approximation influences
sufficiently on the classification accuracy. The CDRBE2 can better
adapt to the shape and the orientation of real class areas and
it assures better classification accuracy in comparison with the
CSRBE and CDRBE1 classifiers.

3. These results are confirmed, when we recognize the
color class of grain sample elements. The selection of a proper
classifier has a significant influence on the training and testing
classification accuracy. The CDRBE2 classifier decreases train-
ing and testing errors with 6.22% and 66.92% in comparison
with the CSRBE reference classifier.

4. In comparison with the Bayesian classifier, the CRBEP
assures better classification accuracy, when the ratio of the
number of elements in testing set is different from the ratio of
the number of elements in training set. This result confirms the
expectation, that the Bayesian classifier loses its optimality under
such circumstances. Since the CRBEP takes into account the
number of elements in each of the classes after each classifi-
cation, it assures better accuracy, than the Bayesian classifier.
The difference between the errors of the two classifiers in-
creases, when the difference between the two ratios increases.
If the values of the two ratios are nearly equal, then the errors
of the two classifiers are similar.

5. The classification accuracy of the three classifiers
decreases, when the degree of overlap of the class areas in-
creases.

6. The investigation carried out shows, that if the validation
procedure is based on the training sets of classes with compact
areas only, the classes areas are increased and a big part of
noisy vectors are associated with some of these classes. Better
results are got, if noisy vectors are included in classifier valida-
tion. For example, the classification error e

0 increases with 20.3%,
when data about non grain impurities is excluded from validation
procedure.
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