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Abstract: This paper presents an adaptive algorithm for improving the
utilization of application server for open access to network functions.
This type of application server deals with differently prioritized mes-
sage flows from both 37 party applications and the network. The
application server model applies admission control and distributed
processing and the control strategy takes into account the different
activity patterns of the service providers.

1. Introduction

The evolved packet mobile networks feature convergence
between IT applications and telecommunication services. One of
the main convergence enablers is the open service access. The
open service access allows 3" party applications to be able to
use network capabilities while being outside the telecom
operator’s domain. A technology that provides open access to
network functions is Parlay X Web Services [1]. The access is
provided through application programming interfaces (APIs) which
hide for application developers the underlying network specifics
and protocol complexity. Parlay X APls are defined with the
intention of enabling the creation of a SOA (Service Oriented
Architecture) solution.

A common problem in the deployment of SOA applications
is server performance and utilization. SOA grids can be used to
break the convention of stateless-only services for scalability
and high availability by allowing dialogs to occur across multiple
service requests as it is in [2]. Due to the great advantages that
SOA offers to its adopters in almost all fields, many studies have
tried to leverage it in grid computing. These studies have fo-
cused on enabling easy access and flexible management to
underlying grid resources [3]. However, there are still chal-
lenges for traditional applications of message-oriented middleware
in order to achieve high levels of quality of service (QoS) when
sharing data between services over an enterprise service bus.
In [4], the authors present an analytical framework to derive the
response time and service availability of client/server based SOA
and P2P based SOA. The study presents the impact on the
response time and service availability for varying load conditions
and connectivity for both client/server and P2P SOA implemen-
tation. The authors of [5] suggest SOA server virtualization driven
by the goal of reducing the total number of physical servers in
an organization by consolidating multiple applications on shared
servers. The expected benefits include more efficient server
utilization, and a decrease in greenhouse gas emissions. How-
ever, SOA combined with server virtualization may increase risks
such as saturation and service level agreement (SLA) violations.

This paper presents an adaptive load control mechanism
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for SOA servers which introduces a performance improvement
and thus allows an increase of its utilization.

The Parlay X gateway is a special type of SOA server which
has to make the conversion between APIs and control protocols
in the network. It is engaged in processing different traffic types
and the traffic majority for Parlay X Web Services like Third party
call [6], Payment [7], and Audio call [8], consists of messages
from Service Providers (SPs) which have contracted SLAs with
the network operator. For Web services like Terminal location
[9], Terminal status [10], Application-driven Quality of Service
[11] the traffic includes also a great deal of notification mes-
sages sent by the network.

The network operator that governs the Parlay X gateway
has to sign a SLA, defining the QoS parameters, with every Parlay
X service provider. The main tools in order to avoid congestion
are the so called admission control mechanisms. In [12], the
authors propose a load control mechanism aimed at supporting
constraints imposed by the distributed Parlay X gateway archi-
tecture. The mechanism uses preliminary defined threshold values
in order to predict the load and to decide if the message should
be accepted or rejected. The results in [13] treat load control
for distributed web-based applications. The authors suggest a
control algorithm that self-configures a dynamic constraint on
the rate of incoming new sessions in order to guarantee the
fulfilment of the quality requirements specified in service level
agreement (SLA). In [14], a staged event-driven architecture is
proposed which decomposes a complex, event-driven applica-
tion into a set of stages connected by queues. The architecture
avoids the high overhead associated with thread-based
concurrency models, and decouples event and thread schedul-
ing from application logic. The proxy-based overload control for
web applications presented in [15] is based on measurements
of metrics such as response time, throughput, and resource
utilization. The authors of [16] present a load control mecha-
nism of Parlay X application server, using the Leaky Bucket
algorithm in order to control message flows based on estimation
of the queue waiting time of a newly arriving message. In [17],
the authors suggest an adaptive load control of Parlay X gateway
which processes traffic generated by SPs and optimizes the
gateway utilization. A model of Parlay X gateway which pro-
cesses traffic generated both by SPs and by the network is
presented in [18]. The model is used only for estimation of
gateway utilization in terms of traffic shaping and does not apply
adaptive control.

The idea in this paper is to go beyond utilization estimation
as it is done in [18] and to apply dynamic admission control to
traffic of different priorities. The suggested control strategy takes
into account the ongoing application demands and thus influ-
ences the Parlay X gateway utilization.

The structure of this paper is as follows. Section 2 is
dedicated to the Parlay X application server environment and
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Figure 1. Message exchange template

architecture description. Admission control, traffic filtering and
load balancing are mathematically formalized in Section 3. The
Parlay X gateway utilization function and the adaptive strategy are
defined in Section 4. Section 5 presents some simulation re-
sults. Conclusions are presented in the last section.

2. Model of SOA Server Structure

The environment of the Parlay X gateway consists of Ser-
vice Providers (SPs) that host applications and a node on the
network. Using Parlay X APls, SPs generate requests to be served
by the network. The Parlay X gateway communicates with the
network node by a control protocol. The control protocol transfers
request and answer messages and any notifications from the
network.

2.1. Traffic Template

A typical message exchange template includes application
generated requests for initiation and termination of its interest in
observing certain conditions in the network. The initiation is
depicted in figure 1 by the first four messages and the termina-
tion is consisted of the last four. The notification phase might be
periodic, on-demand or hybrid.

For example, the ,Application-driven Quality of Service*
(ADQ) is a Parlay X Web service that allows 3 party applications
to dynamically control the QoS available on the user connection.
During the first phase, the application sets temporary new QoS
features to an active user session and subscribes to notifications
about QoS events. During the notification phase, any QoS events
related to the user session are reported. The application may
decide to terminate the user session or to terminate the sub-
scription for QoS events.

Another example is the ,Terminal location“ Web Service
which allows the application to receive notifications when the
user location is changed.

The model in [12] concerns the ,Third Party call Web
Service and the respective message exchange initiated by SPs
only. For the purposes of our case this is not enough because

the incoming traffic is generated by Parlay X applications hosted
by SPs, and by the network. The case we investigate is when
there are messages of three different classes and respectively
three different priorities. These are: messages from applications
related to the initial phase (start messages) with lowest priority,
notification messages from the network with normal priority and
messages from applications related to the third phase (stop
messages) with high priority.

2.2. Abstraction Model of the SOA Server

A SLA driven architecture is considered. Each SP might
include several applications but as the SLAs are agreed to
between the SPs and the network operator that owns the Parlay
X gateway, the number of applications is not important.

The SLA between SP and network operator defines con-
straints that have to be fulfilled. The constraints include the peak
and average number of different application requests and net-
work notifications that should be accepted per time unit, and the
maximum delay between application request and response.

To be able to fulfil the restrictions imposed by the network
operator and to avoid congestion, the Parlay X gateway imple-
ments an Admission Control/Load Balancing mechanism. The
Admission Control (AC) is used to protect the Parlay X gateway
when there is not enough capacity to process all requests. In
this case, some of the requests are rejected according to the
well-known algorithm of Token Bucket (TB), as an example.
Usually the Parlay X gateway has several processing nodes
(converters). In a distributed environment the traffic that has to
be served is split between processing nodes equally. Different
algorithms for load balancing (LB) are developed.

The Parlay X gateway system is built of n SPs and m
converters as shown in figure 2.

The admission control rejects the non-conforming mes-
sages being either SP’s requests or network notifications. If a
message passes the access control, it is forwarded to the
appropriately selected converter over the message bus (MB1).
The appropriate selection is based on load balancing that dis-
tributes load uniformly between converters. Each converter trans-
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Figure 2. Distributed model of Parlay X Gateway structure

lates application requests into protocol messages, and protocol
notifications into application requests. We assume that all con-

message filter F4 is used to correlate the stop message with the
corresponding start message.
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Figure 3. Model of /" access controller

verters have the same capacity. Load balancing is based on the
Round Robin algorithm because of its robustness.

The abstract model of the i-th SP is shown in figure 3,
where V(z,) is the number of start and stop messages within the
interval [z_,, ¢ ]. To protect the Parlay X gateway from overload,
a rough admission control is used (TB1). If a message is
rejected, filter F5 passes only rejected stop messages. If a stop
message is rejected, the application has to be informed. The
filter F1 passes notify messages which are forwarded to the TB2
which prevents the Parlay X gateway from overloading caused by
network initiated notifications. The conforming notifications are
forwarded to the application. If the accepted message is not a
notification message it is filtered by F2 which passes start
messages. The start messages are forwarded to the TB3 which
controls that the constraint of accepted number of start mes-
sages is fulfilled. The accepted start message is forwarded for
load balancing.

If an accepted message is neither a notification nor a start
message, it is forwarded to filter F3. In the case of a stop

The model of the ;" converter is shown in figure 4 where
Z{(t,) is the number of all notifications sent by the network within
the interval [z_, ¢,].
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Figure 4. Model of /" converter
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Each of the converters is modelled as a single FIFO buffer
(Q) with limited size. The message is fetched out of the queue,
translated by the processing unit (PU) and forwarded either to
the network or to the application.

3. Component Model

This section presents formal descriptions of mechanisms
used for admission control, message filtering and load
balancing.

3.1. Token Bucket Model

The message traffic is observed at regular time intervals
[t.,, t]. The token bucket model TB(T,p,u) is characterized by
volume T, rate p and level u. The equation (1) represents the
initial token level

(1) 1(to) =T.
The token level at the end of the time interval [t , t] is

(2) M(tk) = M(tk_l) + A(tk) - G(tk)
where A(t,) is the amount of tokens arrived within [t
G(t,) is the amount of tokens given in [t, , t].

By N(t) it is denoted the number of messages arrived to
the TB within [t_, t]. Then

(3) A(tk) = min (T - ‘U(tk_l), p'(tk_ tk.l))

(4) G(t) = min (u(t.) + At), N(t).
The amount of rejected messages is
(5) R(tk) = N(tk) - G(tk)

3.2. Message Filter Model

By C = {c} it is denoted the set of all classes of mes-
sages defined, K is the number of message classes, and c is
the j™ class of messages. Then the classifier function that
checks whether given message m belongs to class c is pre-
sented by

(6) d(m c)=j.l(mec)

where | is an indicator function i.e. I(s)=1if sis true, and I(5)=0
otherwise. The number of messages belonging to class C and
passed by a filter is

t], and

k-17

N(t)

(7) F(c, N(t)) = I(N(t) >O).nZ=ll| (i = d(m, ec)).
The number of messages rejected by the filter is

(8) R, N(t) = N(t) — F(c, N(t)

3.3. Load Balancer Model

The load balancer model LB(o,M) is characterized by its
internal state ¢ and the set of destinations M that LB is going
to distribute the load to. Then the LB initial state is
o(t,) = random(m) where m is the power of set M and
random(m) is uniform distribution between O ... m-1.

If N(t) = 0 then o(t) = o(t,,) and the number of

messages distributed to the j™ element of M is F(t) = 0. If
N(t,) > O then the index of the element of M that is going to
be the destination for the n'" message within [t , t] is

(9) b,= (1 +o(t,_,) + nmod m, n = 1..N(t).

The number of messages addressed to the j " destination
within the period [t, ,, t] becomes

N(t)

(10) F(t) = Z:le (b, =1)

Combining the above cases N(t,) = 0 and N(t,) > O gives
the total number of messages balanced toward j™ destination

N(t)

(1) F(t) = I(NEt) > 0). Zl I (b, =j).

3.4. Converter Model

Let any message of class ¢ require w® amount of service
provided by the converter it is dispatched to. Then the state of
the buffer can be recurrently presented as

(1 2) q(tk) = q(tk_l) - G(tk) + A(tk)

where G(t,) is the amount of messages fetched out of the buffer
and A(t,) is the amount of the placed ones and q(t,) = 0. Having
¢ of the total converter’s capacity dedicated to message conver-
sion and a hard limit set on the length of the buffer, denoted by
Q... it is easy to define for G(t) and A(t,) the following

(13) G(t) = I(a(t.) + N() > 0) x
max| ¢ . @, — 1) 2 é FZKlV\N).I(q[I]ecj)];

(14) At) = min (N(t), G(t) + Q. — a(t.)).

It is trivial to observe that the amount of losses caused by
finite buffer in the converter within [t _, t] is

(15) R(t) = N(t) - A(t).

4. SOA Server Utilization Model

Using the Token Bucket model, Filter model and Load
Balancer model as component models it becomes feasible to
express all the message flows in the AS abstract model and
more specifically between i*" AC and ™ Converter.

4.1. Utilization Function
The following notations are used:
e N — number of SPs, respectively AC;

e M — number of converters;

e k — capacity of i™ access controller dedicated to
access control function;

° kj — capacity of j™converter dedicated to conversion.

The gateway utilization and throughput in [t
by equations (16) and (17) respectively

o L] are given
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ZYi(tk)"'ZFj(tk)

i=1 j=1

M N "
(, —tk_l){ZKj +ZK1}

(16) M) =

M N
a7y (&)= n(tk)-(ZKj + le}
J=1 i=l1

4.2. Adaptive Control Strategy

In this section, a loss function is defined and a control
policy that minimizes it is presented. The loss function for the
network provider is given by

K N 8 M
(18) L= Q@)D RN+ B, )R ),
k=l i=l =4 =

where K is the number of observed intervals.

The parameters {c, ﬁ, i=1..N,i=1.. M} are non-
negative functions of time assigning relative weights given to
various losses. The first parameter imposes a penalty on lost
traffic at the admission control for the i*" TB and the second
parameter imposes a penalty on losses in the ;" converter. The
problem is to find a control policy that minimizes this function.

By p%?) it is denoted the guaranteed rate of notification
from the SLA between i*" SP and the network operator and as
it is fixed it doesn’t vary in time. The focus is set on the losses
of notifications as far as the converters had spent part of their
capacity to perform conversion. Thus the control policy is on the
actual rate of tokens for the TB2s as follow:

U () J
Vit)+U(t) |-
The left side of equation (19) presents the rate of tokens

(19) rPw) :p‘;)(zk){max(x,- (b =1 =G 1).0.

that will be granted to i SP for the interval [z, 7, ] especially
for messages of notification type. The first component on the
right side is the guaranteed rate of tokens from SLA, and the
second component represents the part of available resources of
i"™ access controller that are proportionally engaged with the

notifications flow of messages.

5. Simulation of SOA Server Behaviour

5.1. Simulation Parameters

The simulation is done on a simplified Parlay X model with
three classes of messages and four converters. The parameters
used are provided by a mobile operator. The capacity of the
gateway is 800 requests per second which is equally distributed
between the converters. The behaviour of each SP is modelled
by Markov Modulated Poisson Process (MMPP). New application
requests are generated according to four-state MMPP. Changes
between different states are uniformly distributed and occurred
according to Poisson process with mean 4s. The time intervals
between start messages generated by each SP are exponentially
distributed as the arrival process in the context of web services
[16] with mean 150 s. During an application session the time
intervals between event messages generated by the network are
exponentially distributed with mean 50 s. The SPs traffic is po-
liced by access controllers whose conforming outputs are mul-
tiplexed between 4 converters. The token rate is equal to the
guaranteed rate and the bucket size is determined by the peak
rate. Initially, u(z))=T,, q(t,)= 0. The length of the interval for
observation [z -#, ] is set to 100 ms. The processing time for a
single request/ response in a converter is 5 ms.

The aim of this simulation is to evaluate the Parlay X
gateway utilization by setting different values of guaranteed rates
and fixed peak rates. The guaranteed rates for a given SP define
the constraints for preventing the Parlay X gateway from over-
loading (GR,), for the rate of event messages (GR,), and for the
rate of start messages (GR,). The processing capacity of the
Parlay X Gateway must be distributed between

different types of messages, where the peak
rate (PR,) must be spread between notification
(PR,), start (PR,), and stop messages.
5.2. Results and Discussion

The simulation is run in a space of Ser-

vice Level Agreements (SLAs) where each one
is consisted of (PR, GR) for every TB, of given

access controller. Figure 5 summarizes the
outcome of the simulation. The Parlay X gate-

way utilization is evaluated as a function of the
number of SPs and guaranteed rates. The guar-

anteed rates of messages per second as as-

8}
SLA3 {60.36.1 g% signed by the mobile operator are included into
}

four different SLAs. The values of peak rates

PR =100, PR,=60, PR, =20 are limited by the

Parlay X Gateway Utilization versus Number of
Providers and Guaranteed Rates
12
1
0,8 ¢ -—
c
: e
So6 —2
5 //'/.///'/'///
0,4 —— SLA1 {90,541
M —+ SLA2 {80,481
02 SLA4 {4024 8
0 T T T T T T T T T T T T T T T 1
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Number of Service Providers
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Figure 5. Application server utilization
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that there will be several notifications per session from the
network.

The simulation results show that the utilization depends
both on the number of SPs and on the specific values of rates
in SLAs. In the case when the network operator sets the conges-
tion threshold value of 80%, it is most likely that the appropriate
choice is to have 22 SPs applying second type or third type of
SLA. Applying adaptive control leads to higher utilization than in
the case without control. The average throughput gain is about
8%.

6. Conclusion

This paper presents an evaluation model of load of a
Parlay X gateway with distributed architecture. The model
considers processing of messages of different classes and dif-
ferent priorities. An adaptive control strategy that improves the
SOA application server utilization is suggested. It applies
dynamic admission control based on application demands.

The simulation results can be used for setting values of
quality of service parameters agreed to with the network
operator.

Further extension of the case study will involve addition of
limiting inequality in order to constrain the utilization at the near-
congestion area.
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